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Protein kinases are key signaling enzymes which are dysregulated in many health disorders and therefore
represent major targets of extensive drug discovery efforts. Their regulation in the cell is exerted via various
mechanisms, including control of the 3D conformation of their catalytic domains. We developed a procedure,
BlockMaster, for partitioning protein structures into semirigid blocks and flexible regions based on
residue—residue correlations calculated from normal modes. BlockMaster provided correct partitioning into
domains and subdomains of several test set proteins for which documented expert annotation of subdomains
exists. When applied to representative structures of protein kinases, BlockMaster identified semirigid blocks
within the traditional N-terminal and C-terminal lobes of the kinase domain. In general, the block regions
had elevated helical content and reduced, but significant, coil content compared to the nonblock (flexible)
regions. The specificity-determining regions, previously used to derive inhibitory peptides, were found to be
more flexible in the tyrosine kinases than in serine/threonine kinases. Two blocks were identified which spanned
both lobes. The first, which we termed the “pivot” block, included the aC—/4 loop in the N-terminal lobe
and part of the activation loop in the C-terminal lobe and appeared in both the active and inactive conformations
of the kinases. The second, which we termed the “loop” block, differed between the active and inactive
conformations. In the structures of active kinases, this block included part of the activation loop in the C-terminal
lobe and the oC helix in the N-terminal lobe, representing a known interaction that stabilizes the active
conformation. In the inactive structures, this block included G loop residues instead of the a.C residues. This
novel inactive “loop” block may stabilize the inactive conformation and thus downregulate kinase activity.

Introduction

Protein Kinases and Their Activation Dynamics. Protein
kinases use ATP to phosphorylate protein substrates and release
ADP as a byproduct. These enzymes are involved in a myriad
of signaling pathways, and the regulation of their catalytic
activity is crucial for normal functioning of the cell. They are
dysregulated in many health disorders and represent the biggest
family of drug targets alongside G-protein-coupled receptors.
The introduction of the BCR-AbI kinase inhibitor imatinib
mesylate (Gleevec, Novartis) revolutionized the treatment of
chronic myeloid leukemia.? Currently, 11 kinase inhibitors are
FDA-approved for the treatment of cancer, and hundreds of
kinase inhibitors are in different stages of development.?

Because of the fundamental importance of protein kinases
in cell signaling, it is not surprising that organisms have
developed multiple layers of kinase activity regulation. These
control mechanisms include, among others, intrinsic propensity
of the catalytic domain to assume an active conformation,*’
regulation via phosphorylation,®” allosteric activation by other
proteins,® and regulation through specificity of interactions with
the substrate.’ Important open issues that are pertinent to kinase
activation dynamics include elucidating the dynamic processes
that are involved in activation'®™'> and trapping the different
intermediate conformations assumed by the kinase catalytic
domains en route to activation.>!!4

Studying Conformational Dynamics. Multiple novel tech-
niques are emerging to address the formidable challenge of
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investigating protein conformational dynamics at the molecular
level.'> While experimental advances (including cryo-EM, small-
angle X-ray scattering, and fluorescence spectroscopy) can
expand our knowledge of protein dynamics, they lack spatial
resolution of the structures. Such resolution can be provided
by molecular dynamics (MD) simulations or by a combination
of MD with experimental techniques.'®"'® However, conven-
tional MD simulations are too short to access physiologically
relevant time scales. Novel approaches are being developed to
overcome this difficulty, including enhanced sampling tech-
niques such as replica exchange, potential-smoothing protocols
and reaction path methods.'®'>?* An important category of
enhanced MD simulations relies on spatial coarse-graining, in
which residues or small groups of atoms are treated as single
particles.!”

One successful and computationally simple approach to
coarse-graining approximations is the normal-mode analysis
(NMA), in which molecular motions are decomposed into
orthogonal vectors representing vibrational motions (normal
modes). In the elastic network model (ENM) version of the
NMA, a harmonic potential with a single force constant accounts
for pairwise interactions between all Ca atoms that are within
a certain cutoff distance.?! The ENM has been shown to capture
key features of many biological systems as compared to all-
atom potential NMA and to experimental data, such as crystal-
lographic B-factors?! and H/D exchange rates;? it has also been
shown to agree well with atomistic simulation methods.?>**
However, despite the immense usefulness and success of NMA,
there are intrinsic limitations in the harmonic approximation of
the equilibrium conformation® as it is not adequate for modeling
nonequilibrium dynamics. Indeed, in both equilibrium and
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nonequilibrium states, many motions are of large amplitude and
highly anharmonic; even along the harmonic modes, the
amplitudes of protein motions remain unknown. Finally, and
perhaps most importantly, there is no rigorous algorithm for
the identification of the biologically relevant modes of motion
among the low-frequency normal modes and no time resolution
of the dynamic processes.

“Divide and Conquer” Approaches to Protein Dynamics.
Among the approaches that can overcome these drawbacks are
a Newtonian propagation rotation—translation block molecular
dynamics (RTB-MD),*?” and the multibody order (N) dynamics
[MBO(N)D] scheme.?® These methods produce approximate
Newtonian dynamics of coupled rigid bodies (blocks) which
form a supersystem of interest (e.g., a large protein molecule).
A key step in block dynamics is the identification of rigid or
semirigid blocks. Several methods exist for the identification
of protein domains (i.e., independently folding units)**° and
motion hinges.?!*> Fewer methods are aimed at identifying rigid
substructures or subregions within a domain. Among these
methods is the FIRST (floppy inclusion and rigid substructure
topography) algorithm, which uses graph theory to identify rigid
substructures,’® the TLSMD (translation/libration/screw motion
description) algorithm, which analyzes the distribution of atomic
displacement parameters in a crystal structure to generate an
optimal description of the protein chain as a succession of
residue groups,** and methods like RAPIDO (rapid alignment
of proteins in terms of domains),> which use structural
alignment of two structures to identify groups of equivalent
atoms whose interatomic distances are constant.

In the current work, we hypothesized that structural regions
that remain semirigid during the functional dynamics of a protein
are comprised of residues that have highly correlated motion
(in other words, move together) in the lowest-frequency normal
modes. Therefore, our criterion for inclusion of a residue into
arigid block was high motional correlation with the rest of the
residues in the same block. The correlation was calculated from
the normal modes as described in the Methodology Section.
The use of normal-mode-based motional correlation between
residues as a basis for partitioning proteins into substructures
has been employed by Yesylevskyy and co-workers in several
recent works.**~* Our procedure, which we term “BlockMas-
ter”, differs from this approach mainly in that the residues can
remain unassigned to any block and therefore can be rendered
completely flexible in subsequent treatment of dynamics. We
describe the BlockMaster procedure and show that it is
successful in partitioning structures of proteins for which
decomposition into domains or subdomains has been studied
in the literature. We then use BlockMaster to partition the
catalytic domains of representative protein kinases. The accepted
annotation of the protein kinase catalytic domain partitions it
into an N-terminal lobe (N-lobe) and C-terminal lobe (C-lobe).*
Neither of these lobes is rigid, and the details of the intradomain
structure are the subject of the current work. We chose four
representative kinases and analyzed the active and inactive
conformations for each of them. The results of our analysis are
presented below.

Methodology Section

Calculation of the Correlation Matrix. The correlations
between motions of atoms were calculated using NMA. As
previously,*#> NMA was performed using NOMAD-Ref.*}
Correlation between residues i and j was calculated as the
average correlation summed over lowest-frequency nontrivial
normal modes. NOMAD-Ref uses Tirion’s ENM,?' in which
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the standard potential energy function is replaced by the
following expression

E,= X f(r; =) (1)
r8<RC

where r; denotes the vector connecting Co. atoms i and j, the 0
superscript indicates the initial configuration of the Cat atoms,
Rc is the spatial cutoff for interconnections between Ca atoms,
set to 10 A (except for test case #8, in which a cutoff of 15 A
was used), and f is the phenomenological force constant
arbitrarily set to 100 kcal/(mol+ A?). The normalized eigenvectors
U, of the Hessian matrix due to eq 1 are the normal modes, and
the eigenvalues Q; are the squares of the respective frequencies.
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Correlation between residues i and j (eq 2), as was defined by
ref 44 and used, for example, in refs 41, 44, and 45 was
calculated (in MATLAB) as the average correlation summed
over 100 lowest-frequency nontrivial (7—106) normal modes.
That was enough for convergence of the correlation matrix
(results not shown).

Identification of Rigid Blocks: BlockMaster (implemented
in Java). Preprocessing. A graph network was constructed in
which the Ca atoms are the nodes and the Euclidean distance
between each pair of nodes is the “length” of the edge. The
edges exist only between nodes with distances smaller or equal
to 10 A (default distance cutoff used in the ENM calculation in
NOMAD-Ref); these nodes are termed neighbors. From the
correlation matrix calculated using eq 2, a distCorrelation matrix
is computed as follows: distCorrelation; = 1 — Cj;. The value
of each element in the distCorrelation matrix varies between 0
(best correlation) and 2 (worst correlation).

Block Creation. The pairs of neighbor nodes which are not
yet assigned to a block are ordered by their distCorrelation value.
For each new block i, the lowest distCorrelation pair initiates
the block if the distCorrelation is equal to or lower than a
predefined distCorrelation threshold. A node is then added to
block i if the following conditions are fulfilled: (a) the node
has not yet been assigned to any block; (b) it is a neighbor of
one of the nodes in block i; (c) the node has the lowest
distCorrelation sum value to all of the nodes in block #; and (d)
the distCorrelation value to each node in block i is not higher
than a predefined distCorrelation threshold. This loop is
continued as long as appropriate candidates exist. After that,
the procedure is repeated to initiate a new block i + 1. If the
newly created block is smaller than the predefined minimum
block size (which in our simulations was 4), the block is
dismissed, and its nodes remain unassigned to a block. We tested
the performance of the method using predefined distCorrelation
threshold values ranging from 0.04 to 2.0 using eight established
test cases which are detailed below. The agreement with the
partition established in the literature was calculated at different
distCorrelation threshold values, as detailed in Supporting
Information and shown in Supporting Figure 1. The 0.4 value
was chosen for use in the analysis of protein kinases because it
was the most stringent threshold among those that gave
satisfactory agreement with the literature for the test cases. (The
maximal average agreement was obtained for a threshold
value of 0.7, and some of the calculations were repeated at this
value and confirmed the robustness of our conclusions).
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TABLE 1: Test Case Structures

Shudler and Niv

# protein name PDBs (chains) used ref
1 lysine-, arginine-, ornithine-binding protein ILST (A), 2LAO (A) 36
2 glutamine-binding protein (GLNBP) IWDN (A), 1GGG (A) 36
3 phosphoglycerate kinase 13PK (B), 16PK (A) 36
4 calmodulin ICLL (A), 1CDL (A) 36
5 5-enolpyruvyl-shikimate-3-phosphate synthase IRF5 (A), IRF6 (A) 36
6 GroEL 10EL (A—G), IWE3 (A—N) 50
7 adenylate kinase (ADK) 1ANK (A—B), 4AKE (A—B) 51
8 citrate synthase 1CTS (A), 2CTS (A) 51

The subsequent analysis of BlockMaster output and the
images in Supporting Information Figures S2—S13 were
obtained using MATLAB; Figure S1 (Supporting Information)
was prepared in EXCEL. Figures 1, 3 and 4 were prepared using
Accelrys Software Inc. (http://accelrys.com/).

Preparation of the Structures for Analysis. The structures
were downloaded from the Protein Data Bank.*¢ Missing loops
were modeled via the ModLoop server.*’ Co atom coordinates
of each structure were used for subsequent analysis.

Calculation of Physicochemical and Secondary-Structure
Statistics. Secondary-structure analysis was performed using the
DSSP program*® for each structure file. The information from
DSSP was parsed and combined with the appropriate protein
sequence. The different DSSP assignments (described in http://
swift.cmbi.ru.nl/gv/dssp/) were combined as follows: H, G, I
= helix; E = strand; T, S, B, unassigned = coil. The number
of residues in secondary structures in blocks and in flexible
regions was calculated for each chain in each PDB file, and the
average and standard deviation were calculated.

Amino-acid-type information for physicochemical analysis
was extracted from each studied protein, for the block and for
the flexible regions. The amino acids were divided into the
following groups: aliphatic [AVLIMC], aromatic [HW YF], polar
[NQST], negatively charged [ED], positively charged [KR], and
special conformation [GP], as in our previous work.*

Results

BlockMaster Partitions Protein Structures in Agreement
with Expert Opinion. The idea behind the BlockMaster
structure partitioning procedure is that residues that move
together (have correlated motion) in the lowest-frequency normal
modes can be treated as a semirigid block. It is well-known
that some regions in the protein can be highly flexible, and we
therefore do not expect each residue to necessarily participate
in a block, as it may remain a flexible independent unit (or block
of size 1). In order to assign residues to semirigid blocks, we
have calculated normal-mode-derived correlations between
residues and used a greedy algorithm to build the blocks, as
described in the Methods Section. We chose two groups of
proteins to assess the applicability of BlockMaster to the
problem of identifying semirigid substructures in proteins. The
first group consisted of two-domain proteins, in which each
domain is an independent folding unit (ref 36; entries 1—5 in
Table 1). The partitioning into domains was obtained by
RAPIDO.* The second group (entries 6—8 in Table 1), more
relevant to our task of partitioning the kinase catalytic domain,
included single-domain proteins which had been divided into
subdomains by experts.

We compared the distribution of blocks obtained by Block-
Master to the accepted partitioning. To visualize the results, all
of the residues in the block belonging to one domain (subdo-
main) were colored in that domain’s (subdomain’s) color. If
more than one domain was represented in a block, the color

was assigned according to the domain to which the majority of
residues belong. If the domains were represented equally in one
block, residues of this block were colored yellow. Residues
unassigned to any block were colored gray. BlockMaster results
for all of the test cases compared well with the literature and
are detailed in Supporting Information. Figure 1 shows the
agreement for two examples, GroEL (case 6 in Table 1) and
adenylate kinase’! (case 7 in Table 1).

Our analysis of the test cases suggested that BlockMaster
partitions proteins into blocks that fall within the established
domains and/or subdomains and can therefore be used for
analysis of structures for which partitioning has not been
established.

BlockMaster Partitioning of Protein Kinases. Protein
kinases can phosphorylate serine and threonine residues (S/T
kinases) or tyrosine residues (Tyr kinases).> These enzymes
act as molecular switches that can adopt at least two extreme
conformations, an “on” state that is maximally active and an
“off” state that has minimum activity. Thus, upon activation,
they adopt catalytically active “on” conformations that are
structurally very similar. The “off” states of protein kinases are
not subject to the active states’ chemical constraints, and
different classes of kinases have developed distinct “off” states,
from which the adoption of the catalytically active conformation

Figure 1. Illustration of BlockMaster validation. (A) Partitioning of
GroEL: left panel, from the literature;* right panel, by BlockMaster.
(B) Partitioning of adenylate kinase: left panel, from the literature;>!
right panel, by BlockMaster.
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N-lobe

C-lobe

Figure 2. Protein kinase catalytic domain structure. The N-lobe and
C-lobe are shown. The oD helix is colored red, and the HJ loop® is
colored orange. The loop connecting aG and oF helices is colored
dark green. The region preceding the DFG motif is colored yellow,
the motif is colored light green, and the rest of the activation loop is
colored magenta. The G loop is colored cyan, and the aC—/34 loop is
colored blue. The regions are mapped onto the 1ATP.pdb structure of
protein kinase A (PKA), and the figure was prepared with SwissPD-
BViewer, http://www.expasy.org/spdbv/.

can be impeded in different ways. Protein kinases consist of a
smaller N-terminal lobe (N-lobe) and a larger C-terminal lobe
(C-lobe), with the ATP-binding site located between them. The
N-lobe is composed of five 3-strands and a helix referred to as
oC, whereas the C-lobe is predominantly helical (see Figure
2). The N-lobe harbors the phosphate-binding loop, called the
G loop, which contains a conserved glycine-rich sequence motif
(GXGX@G). A centrally located loop in the C-lobe is known
as the “activation loop,” typically 20 to 30 residues in length.
This region provides a platform for the peptide substrate. In
most kinases, this loop is phosphorylated when the kinase is
active. Phosphorylation of the activation loop stabilizes it in an
open and extended conformation that is permissive for substrate
binding.*

In the following analysis, our goal was to identify semirigid
blocks in protein kinases and to compare them in the active
and inactive conformations, as well as to compare the blocks
appearing in the Tyr kinases versus those in the S/T kinases.

We chose two representative Tyr kinases, Abl,>* the target
for the well-established antioncogenic drug imatinib, and insulin
receptor kinase (IRK),>* and two representative S/T kinases, Akt/
PKB,> a novel drug target in cancer, and CDK2,%® part of the
family of key regulators of the cell cycle. The structures used
in the analysis are summarized in Table 2.

To explore whether existing methods clearly divide protein
kinases into subregions, we have used several methods. In
particular, we have partitioned protein kinase catalytic domains
with RAPIDO, which requires two structures of one chain or
one structure of multiple chains as an input. The partitioning
critically depended on the input structures. For example, analysis
of chain A and C of CDK2 1FIN active structures gave a single
rigid block (no partition at all), while alignment of 1FIN chain
A and 1JST chain A resulted in two rigid blocks and a very
small flexible block, and alignment of 1FIN chain A and 1HCL
chain A generated two other rigid regions and three flexible
regions. RAPIDO analysis of PKB structures 106K chain A
and 106L chain A generated one rigid region, while 106K chain
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A and 1MRY chain A generated five rigid regions and four
flexible ones. The same situation was seen in other kinase
catalytic domains.

HingeProt®? (http://bioinfo3d.cs.tau.ac.il/HingeProt/) using
slowest normal mode 1 partitioned kinase structures CDK2
(1FIN, 1QMZ, 1JST chain A), IRK (1IR3, 1IRK), and ABL
(10PJ, 2G2F, 2G2H, 2G2]) into two rigid parts, which agree
(with a deviation of 3—4 residues) with the accepted annotation
of partitioning protein kinase catalytic domain to the N-lobe
and C-lobe. The rest of the CDK2 structures (1HCL, 1HCK,
1JST chain C) and the PKB structures (IMRY, 106K, 106L)
are partitioned differently. In slowest mode 2, each protein was
partitioned differently.

Another method that we examined for partitioning of kinases
is TLSMD.** This method uses experimental information on
isotropic and anisotropic B-factors to partition individual protein
structures into sequential blocks. Regions that are close in
structure but nonconsecutive in sequence cannot be assigned
to the same block, and no differentiation between flexible and
rigid substructures is obtained. The results obtained for kinases
showed different partitions for different structures, manifested
in a different number of rigid parts, their size, and rigid region
boundaries.

Thus, there is no trivial partition of protein kinase catalytic
domains into substructures, except for the general division into
N-terminal and C-terminal lobes (see Figure 2). Since the results
obtained with BlockMaster on the test case proteins 1 —8 were
reliable, we proceeded to analyze representative protein kinase
structures using this new procedure.

Semirigid Blocks and Flexible Regions in Representative
Protein Kinase Structures. The protein kinases broke up into
32—45 blocks, most of them comprising 5—8 amino acids each.
In total, about 70% of the residues in kinase structures were
found in blocks. The percentage of aliphatic residues in blocks
(37 £ 2%; the statistics comes from analyzing all of the chains
listed in Table 2) was higher than that in flexible regions (26 £+
5%). There was a higher percentage of special-conformation
residues (G,P) in the flexible regions (15 £ 3%) than that in
blocks (9 + 2%). We also found that 25 + 4% of the block
residues reside in coils versus 57 & 13% of the flexible residues.
In contrast, the helical content of blocks was 57 & 3%, versus
29 % 10% 1in flexible regions (see also Supporting Information).
These trends were in accordance with the expectation that the
semirigid regions would correspond to the hydrophobic core
and have more pronounced secondary structure, while the
flexible regions would have residues that ensure conformational
flexibility and less secondary structure. Our results are in
agreement with Flores and co-workers,”” who surveyed a large
data set of residues residing in hinges (a subgroup of what we
define as flexible regions). According to Flores et al.”’ (page
18), amino acids glycine and serine are more likely to occur in
hinges, whereas phenylalanine, alanine, valine, and leucine are
less likely to occur. We performed additional calculation with
these groups of amino acids. Indeed, the percentage of AVLF
residues is bigger in blocks than in flexible regions, and the
percentage of GS is smaller in blocks than in the flexible regions.
Flores et al. also find (page 9; Figure 3) that residues in alpha
helices are less likely to occur in hinges, and turn and coil
residues are more likely to be in hinges.

Notably, our results were obtained without explicitly repre-
senting the physicochemical properties of the residues or
hydrophobic, electrostatic, and other terms of the potential since
a simplified Hookean potential was used for all residues. The
fact that the partition of the residues into the flexible and the
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TABLE 2: Protein Kinase Structures Analyzed in This Work

Shudler and Niv

number kinase type kinase name PDB (chains) used conformation

1 S/T kinase CDK2 1FIN (A,B), 1JST (A,B), 1QMZ (A,B) active
1HCL (A), 1THCK (A) inactive

2 S/T kinase Akt/PKB 106K (A), 106L (A) active
IMRY (A) inactive

3 Tyr kinase Abl 2G2F (A,B), 2G2H (A,B), 2G2I (A,B) active
10PJ (A,B) inactive

4 Tyr kinase IRK 1IR3 (A) active
1IRK (A) inactive

rigid subgroups agrees with their properties stems from the fact
that the residue’s character dictates the folded structure, and
this structure, in turn, determines the dynamics.”® Thus, from
analysis of the shape-determined motions of the biomolecules,
one implicitly analyzes the underlying forces that have deter-
mined these shapes.

Many of the flexible residues were the same for the different
protein kinases that we analyzed. The regions that were either
flexible in all of the analyzed structures or participated in blocks
in all of the analyzed structures are shown on a representative
kinase in Figure 3.

Several conclusions could be drawn from inspection of these
results. (I) the C-lobe has more consensus rigid blocks than the
N-lobe. This is in agreement with the finding that the blocks
have increased helical content since the C-lobe is predominantly
helical. (II) The main difference between the S/T kinases and
Tyr kinases analyzed in this work is the higher flexibility of
the Tyr kinases in the substrate-binding region, namely, in the
loop connecting helices G and F (colored dark green in Figure
2), in the HJ loop (colored orange in Figure 2), and at the C-

A) Active S/T

B) Inactive S/T

Figure 3. Calculated consensus flexibility projected onto the 1ATP
(active PKA) structure. (A) Residues that were not assigned to a block
in any of the active S/T kinases (see Table 2 for the list) are shown in
red, residues assigned to a block in all of the S/T kinases are shown in
cyan, and the rest are shown in gray. (B) Same color coding for residues
in inactive S/T kinases. (C) Same color coding for residues in active
Tyr kinases and (D) in inactive Tyr kinases.

terminal end of the aD region (colored red in Figure 2). The
latter two regions were described in detail in our previous work
and used as the basis for deriving kinase-specific inhibitory
peptides.” 6! We were previously unaware of flexibility
differences in these regions in the S/T and Tyr kinases or upon
activation. Interestingly, a concurrent computational study
analyzed the dynamical changes induced by binding of ATP in
a Go model of PKA, an S/T kinase. The HJ loop residues
235—240 in PKA had changed fluctuations upon ATP binding
(corresponding to an activation process).®> These differences
in the substrate binding region flexibility require further analysis
and are amenable to experimental test.> (III) The inactive
structures have more flexible regions (colored gray and red in
Figure 3) than the active ones. This is in accordance with the
notion that the active conformation needs to be organized in
the precise form that enables catalysis, while the inactive state
is not under any particular evolutionary pressure for a specific
conformation.*” The main exception is the G loop, which was
more rigid in at least some of the inactive structures. The G
loop is discussed in the next section in more detail.

Blocks Shared by N-Lobe and C-Lobe. As mentioned
earlier, the protein kinase structure is traditionally divided into
an N-lobe and a C-lobe (Figure 2). A change in interlobe
orientation is an important hallmark of activation.*” The lobes
themselves are far from being rigid since the orientation of the
aC helix within the N-lobe and that of the activation loop in
the C-lobe are key aspects of kinase activation.*>$* Furthermore,
interactions between the lobes (in particular, between the aC
helix and the activation loop) are important for maintaining the
active conformation.'%** We found (see Supporting Information)
that in all of the structures analyzed, the blocks reside on either
the N-lobe or the C-lobe with two exceptions; these special
blocks, which we termed the “pivot” and “loop” blocks, are
described below.

The Pivot Block. This block appeared in all of the structures
that we analyzed except for the inactive Abl structure and
involved residues from the aC—/34 loop in the N-lobe (residues
99—105 in the canonical PKA numbering, PDB code 1ATP.
pdb) and residues preceding the DFG motif in the C-lobe
(residues 180—183 in the canonical PKA numbering, light green
in Figure 2). In addition, in some structures, C-lobe residue 153
and residues 171—174 (PKA numbering) also participated in
this block (see Supporting Information). Structural changes
originating from the activation segment are believed to be
translated into distortions of the DFG motif that prop open the
two lobes.® It is therefore interesting that the region preceding
the DFG and sometimes even including D participated in a block
with the N-lobe, perhaps providing a pivot point around which
the structure opens. We expected that the importance of the
pivot block would also be manifested in the sequences of the
protein kinases. A sequence-based approach for identifying
functional sites, the evolutionary trace (ET) method, aims to
imitate experimental mutational analyses by using the sequence
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Figure 4. Special blocks. (A) Left panel: Active (1FIN) structure of
CDK?2, with the “pivot” block shown in red spheres and the active
“loop” block in cyan spheres. The activation loop is shown in orange
and the oC helix in yellow ribbon. Right panel: Inactive (1HCL)
structure of CDK2. Colors as above, except for magenta, which
represents here the inactive “loop” block. (B) Comparison of B-factors
of the active (1FIN) and inactive (IHCL) CDK2 structures. The residue
numbers in the canonical PKA numbering appear on the x axis.

variations and functional divergences found in nature. Interest-
ingly, residues in the pivot block defined here were found to
be functionally important in the ET analysis of protein kinase
sequences (see Figure 4C in ref 64).

The Loop Blocks. The Active Conformation Loop Block.
Kornev and co-workers!'® compared active and inactive confor-
mations of kinases and proposed a model in which a hydro-
phobic “spine”, consisting of four residues (L, L'%, F'$, and
Y/H'%* in PKA numbering), is dynamically assembled in active
kinases and disassembled in inactive conformations. Because
the “spine” is mediated through side chains, it could not be
identified by using the current version of BlockMaster, which
is based on Co. atoms only. (A full-atom version of BlockMaster
is currently under development.) However, we did find that the
DFG motif and following activation loop residues (184—188
in PKA numbering) in the C-lobe participate in a block with
aC residues (88—96 in PKA numbering) in the N-lobe.
Interestingly, this block appeared only in the active conformation
of kinases CDK2, PKB, and IRK, in accordance with the
established notion that interaction between the aC helix and
the activation loop stabilizes the active conformation.**%3

The Inactive Conformation Loop Block. In the inactive
conformations, the loop block described above is replaced by
another block (Figure 4A). The activation loop residues
(184—188 in PKA numbering) of CDK2, PKB, and IRK now
participate in a block with the G loop residues (50 —55 in PKA
numbering) from the N-lobe. Indeed, the G loop had a high
B-factor in the active structures, which was significantly reduced
in the inactive structures of PKB and CDK2 (Figure 4B).

We hypothesized that this loop block plays a role in
stabilizing the inactive state. If this is the case, regulatory sites
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are likely to be located in this block. Indeed, in CDK2,
phosphorylation of a tyrosine in the G loop causes flanging of
the activation loop, as illustrated in structure 2CJM.pdb.%
However, this is not enough to activate CDK2. In fact, the
phosphomimicking mutation of the tyrosine or a neighboring
threonine in the G loop result in inactive CDK2 (see references
in ref 65), confirming the established notion that opening of
the activation loop is necessary but not sufficient for kinase
activity. The C-lobe part of the inactive conformation loop block
involves another tyrosine (Y159), which is followed by threonine
(T160). Phosphorylation of T160 is a hallmark of CDK2
activation. In the case of PKB, no phosphorylatable residues
are involved in the loop block, but Cys296 is in the block and
forms a disulfide bridge with Cys310. This bridge is regulated
through S-nitrosylation and influences activation.®®” We could
not find established regulatory elements in the loop block of
IRK; although IRK possesses threonine in the activation loop
part of the block and a serine in the G loop part, these residues
were not predicted to be phosphorylated using the NetPhos
(http://www.cbs.dtu.dk/services/NetPhos/) or Phospho.ELM (http:/
phospho.elm.eu.org/) servers. Overall, the stabilization of the
inactive state of kinases has been less studied than stabilization
of the active state, but very recently, a Go-model-based
dynamics of the ATP-binding induced conformational change
in PKA (a protein kinase that was not included in our study)
also showed that fluctuations of the G loop and activation loop
are positively correlated.5? Further investigation of the inactive
conformation loop block in structures of other kinases®® is
currently underway.

Summary and Discussion

In view of the importance of protein flexibility in cell function
and in drug design,® we introduced the BlockMaster procedure,
which enables rapid identification of semirigid substructures
within protein domains. Use of this procedure highlighted
potential regulatory substructures in protein kinases, some of
which have not been explicitly discussed in the literature.

BlockMaster partitions protein structures based on the cor-
relation of motions calculated from NMA. The advantage of
this procedure is that it relies on the intrinsic motion of the
structure in question, as opposed to many other methods that
require two different conformations of the same protein as input.
In the current work, we chose to use the ENM for normal mode
correlation to represent the intrinsic motions of the proteins.
The ENM has been shown to be successful in many different
studies of protein dynamics.?>*%’° However, there are obvious
limitations to this approximation, which cannot explore the role
of side chains. Thus, our future plans include BlockMaster
analysis using full-atom normal modes and comparison with
the ENM results. In addition, the correlation matrix can also
be calculated from MD simulations.

The overall differences between the flexible and semirigid
regions in active and inactive conformations of kinases, together
with the example of a state-specific “loop” block, highlight the
following issue: in different conformational states, different parts
of the protein behave as semirigid blocks. While these findings
provide important and novel insights into the mechanisms of
stabilization of the different conformational (and therefore
functional) states of the enzyme, they also have an important
technical consequence. The naive “freezing” of blocks identified
in one conformation would prevent undergoing the conforma-
tional change needed to achieve the other conformation. A
possible solution to this problem could be “on-the-fly” applica-
tion of the BlockMaster procedure to intermediate snapshots
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along the trajectory. However, the feasibility of such an approach
requires proof of principle and will be part of our future work.

While the investigation of protein kinase dynamics continues
to be the focus of our studies, BlockMaster scripts are available
upon request and are immediately applicable to other proteins.
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